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ABSTARCT:

The decision making strategy adopted by the fatdiagnosis system should consider the benefit of
acquiring information versus introducing measurgnent error into system knowledge. Further, it$
expected to revise its beliefs by judging the trutlof informationally valuable hypotheses. It shouldavoid
rejecting important hypotheses simply on the bsis of the probability of truth and error and should
be indifferent to the truth or error of a hypothesis it regards as informationally unimporant. In
this paper, decision making for fault diagnosis fothe DAMADICS problem has been considered under
the framework of cognitive decision theory.
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I INTRODUCTION

There are a large number of process variablesadblaifor measurement in the sugar plant takenouphis
research. Hence, for efficient fault diagnosis, geection of more informative sensors and contiisuo
monitoring of their health condition is an importgmoblem that needs epistemological considerat8emsor
uncertainty depends on what is observed ratherttiesensor itself. Also, inability of the sensmmeasure all
relevant attributes or ambiguous observations dhmramtribute to uncertainty. The advantage of ipigt
sensors is that the observations of each one magrhbined into an improved estimate of the statapared to
one derived from a single sensor. Hence, each semp play the role of a potential contributor toanposite
decision making process. In this paper, decisiokimgafor fault diagnosis for the DAMADICS problenj[thas
been considered under the framework of cognitivasiten theory[2-3].

Epistemological considerations have been madeisngaper which may further help in improvement loé t
results by making the decision making system selfrling and intelligent

Il PROPOSEDMETHODLOGY

On the basis of decisions obtained at primary asxbrsdary level stage in relation to normal, abrapd
incipient fault conditions by the computational d&mn making system, a priori probabilities areigissd to the
computational decision making system, as shownigure 1. The system adopts a particular probability
distribution as credence function. Here, the epislegical decisions under evaluation are decisafredopting

a particular credence function.
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Figure 1: Proposed Framework for Epistemological&ations

Since such decisions are prescriptions for howetise system'’s beliefs in the light of new evidertbey are
also termed as updating policies. Updation of ciimutlization of the computational decision maksygtem
leads to the possible posterior probability disttibns.

In the pursuit of acquiring error-free knowledgejstéemic utility of taking a decision in a givenes@ario is
evaluated and analyzed under the framework of GiwgnDecision theory. Expected Utility Function pglin
evaluating the degree of fit between the truth #wedbelief states of the computational decisioningkystem.
Hence, in any given epistemic predicament, thadrdttive policy (i.e., epistemologically rationaltian) is
selected which maximizes the value of this function

[l IMPLEMENTATION OF PROPOSEDMETHODLOGY

In the primary decision making stage the granutatibmeasured parameters was done on the basiaefmim
ranges. Instead of this, the criteria of granutaime now chosen so that all the granules hasgread of + 3
times of standard deviation around the mean valuefdhe datasetfor the selected class. Thus, an alternative
preliminary Decision Making policy is now availabl€his selection of policy is based on the studytraf
distribution of the data of two states of the sygtaamely normal and fault conditions.

For illustration, distribution of CV, P1, X, F cesponding to fault F8 i.e., Twisted servo-motoigqn rod
fault is shown in Figure 2. It can be observed #ilhthese parameters generally follow the Gauskiarmal
Distribution; hence the above selection of altaueapolicy appears to be justified.
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For the Data set considered for Class 0 (Normald@iom) and Class 1 (Fault Condition) following uéts are

Figure 2: Distribution of Measured Parameters Value

obtained on the basis of alternative policy asdattid in Table 1-2.

Table 1: Values (p.u.) of Measured Parameters (Cla<0 — Normal Condition)

Mean (m) Standar(ti(;i)ewatmn m+3 sd m-3 sd
CcVv 0.263817 0.875232 0.650595 0.215223
P1 0.076837 0.030722353 0.005022 0.001713791
P2 0.494328 0.967399058 0.665662 0.220364374
T 0.033306 0.783064942 0.635528 0.210081626

Table 2: Values (p.u.) of Measured Parameters (Clasl — Fault Condition)

Mean (m) Standar((i(;j)ewatlon m+3 sd m-3 sd
(Y 0.555921 0.8896273 0.649507 0.2453558
P1 0.089686 0.029035598 0.004722 0.061200152
P2 0.82498 0.976734093 0.663674 0.428956257
T 0.286861 0.802520507 0.63534 0.061755343

Accordingly, the ranges of actual values of measpaameters have been shown in Table 3.




E-ISSN: 2321-9637
Volume 2, Issue 1, January 2014

International Journal of Research in Advent Tecimology

Available Online at:http://www.ijrat.org

Table 3: Ranges of the Measured Parameters withirhe classes

Measured Class 0 Class 1
Parameter
CVv 3.33 49.43 28.68 82.49
P, 783.06 967.39 802.52 976.73
P, 635.52 665.66 635.33 663.67
T 31.51 33.05 9.26 64.34

The ranges of the values presented in Table hase penulated, depending on the classes (clasl@mal
Condition, class 1 — Fault Condition), as illustchtn Table 4.

Table 4: Granulated ranges of the Measured Paramets

Measured Range Granules Class 0 Class 1
Parameter
3.33 28.68 All Class 0
Ccv 28.69 49.43 Al12 Class 0 Class]
49.44 82.498 Al13 Classl
783.06 802.51 A21 Class 0
P1 802.52 967.39 A22 Class 0 Classl
967.40 976.73 A23 Classl
635.33 635.51 A31 Class 1
P2 635.52 663.67 A32 Class 0 Class 1L
663.68 665.66 A33 Class 0
9.2 314 A4l Classl
T 31.5 33.05 A42 Class 0 Classl
33.06 64.34 A43 Class 0

The following Perception-Based Rules are now oltin

RY IF CVis Aj;0r CVis Aj,and P1is A; or P1is Ay, and P2 is A,or P2 is Az and T is Agor T is Ags
THEN Class 0.

R?% IF CV is Aj,0or CVis Ajzand P1is A, or P1is Az and P2 is Aj or P2 is A, and T is A or Tis Ay
THEN Class 1.

The classification system includes the above meatiorules and membership functions are expressed
accordingly. Finally, the results of classificatibased on alternative policy are obtained fromeheses and
have been depicted as in Table 5.

Table 5: Results for Selected Datasets

Pattern Actual State of Result of
No. CV P1 P2 T operation Classification
1 0.28892 0.8484 0.64977 0.2156 Normal Normal
2 0.28092 0.83317 0.6575 0.21528  Normal Normal
3 0.27379 0.83474 0.64597 0.2137f  Normal Normal
4 0.26756 0.84947 0.65268 0.2148p  Normal Normal
5 0.26224 0.87669 0.65749 0.21296  Normal Normal
6 0.25785 0.89976 0.645 0.21483  Normal Normal
7 0.25443 0.91818 0.64852 0.2167p  Normal Normal
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8 0.25197 0.91585 0.65744 0.21386  Normal Normal
9 0.25049 0.89853 0.64678 0.2194p  Normal Normal
10 0.25 0.87753 0.6448 0.21491  Normal Normal
11 0.64695 0.87281 0.64481 0.2154f7 Fault Fault
12 0.63396 0.90216 0.64942 0.21231 Fault Fault
13 0.62044 0.9169 0.65421 0.21531 Fault Fault
14 0.60644 0.91458 0.64431 0.21439 Fault Fault
15 0.59203 0.89967 0.64884 0.21456 Fault Fault
16 0.57725 0.87523 0.65756 0.214457 Fault Fault
17 0.56217 0.84831 0.64547 0.21547 Fault Fault
18 0.54685 0.83345 0.64743 0.21646 Fault Fault
19 0.379562 0.916329 0.656889 0.36014  Fault Fault
20 0.393555 0.916834 0.646129  0.3749y8  Fault Normal

On the basis of revised results from primary & setaryy decision making systems, now the probatslities
assigned.

V. RESULTS
As mentioned earlier, by considering the historidata base of the plant and experts’ opinion, theiari

probability of occurrence of fault is about 20 %dameliability of primary decision making systemhser is
95%.

Thus, the following probabilities may be assigneB@mary Level Decision Making System:

q(N)
q(F)

0.8 *0.95
0.2*0.95

0.76
0.19

Also the following probabilities may be assignedtfwe falsely assumed states of operation, takitgaccount
the fact that 5% of misclassified cases arising tluainreliability of decision making system/ sensoe
distributed evenly:

0.8 *0.05
0.2*0.05

0.04
0.01

a(N’)
q(F)

At Secondary Level Decision Making System for confition of Normal Condition, from the earlier rdsul
obtained, one case was wrongly classified as fauityof data set of twenty with misclassificatianoe as 5%.
Hence, the probabilities of output at this stagy bmassigned as:

0.722
0.038

a(N N)
a(NF)

With fourteen abrupt fault cases possible out afctium of nineteen faults considered, the prokgbdf
normal being classified as abrupt fault conditiod ¢he probability of normal being classified asipnent fault
condition can be calculated respectively as :-

g(NFA)
g(NFI)

Similarly, at Secondary Level Decision Making Systéor confirmation of Fault Condition, from the s
obtained with misclassification error for abrupulfaas about 1% and for incipient faults about 15%&
following probabilities of output at this stage mag assigned :-

0.038*14/19 = 0.028
0.038*5/19 = 0.01
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q(FA) = 0.14
q(F1) = 0.05
q(FAA) = 0.1386
q(FAN) = 0.0007
q(FAl) = 0.0007
q(FIly = 0.0425
q(FIN) = 0.00375
q(FIA) = 0.00375
q(N'A) = 0.0295
q(N'AA) = 0.029
q(N'AN) = 0.0015
q(N'Al) = 0.0015
q(N'l) = 0.0105
q(N'll) = 0.009
q(N'IN) = 0.00075
q(N'lA) = 0.00075
q(F'N) = 0.0095
q(F'F) = 0.0005
q(FFA) = 0.000495
q(F’FI) = 0.000005

This Probability assignment has been depicteddnrei 3.
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Figure 3: Assignment of A priori Probabilities falternative Policy

V. DISCUSSION
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The proposed methodology provides scope for fimenty of the decision making system for the contimio
improvement of results, thereby making the decisimking system Self Learning and Intelligent. Thee
analysis is utilized for improving the fault diagi® results by consideration of possible altermstiin the
Perception Based Decision Making System.
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